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Abstract—In this seminar I will give an overview of several
word embeddings methods used in natural language processing,
with an emphasis on sentiment analysis of short texts. Finding an
appropriate word embeddings automatically avoids task-specific
engineering of textual features and usually results in methods
that are more versatile and that can perform in wide array of
language processing tasks. Many of these methods are based on
neural network language models, especially convolutional neural
network architectures. In this seminar I give an overview of
two such methods - Collobert and Westons (C&W) model that
leverages syntactic context of words, and sentiment specific-word
embeddings (SSWE) model that leverages sentiment polarity of
the text. Along with these, I also give a short overview of other
related distributed representation methods, with special emphasis
on those that use convolutional neural network architecture
for sentiment analysis. In the end, I describe Several recent
sentiment analysis tasks of SemEval challenges which served as
an exemplary benchmark for identifying state-of-the-art methods
in the field of sentiment analysis. These challenges demonstrated
that methods which use word embeddings are competitive with
the methods which use manually engineered features.

I. INTRODUCTION

Standard approach for sentiment analysis is to use one
of the supervised [1] or unsupervised [2] machine learning
techniques on annotated text corpus. First datasets were user-
generated reviews collected from various websites, for exam-
ple Epinions [2] or Internet movie database (IMDb) [1]. In
these cases a reasonable assumptions was that the sentiment
of a review is quantified with the final score assigned to
it. In recent years the emphasis shifted to texts where these
kinds of annotations are not available. The most prominent
example is Twitter - a free service where users can share short
(limited to 160 characters) messages, called Tweets, with their
followers. The shortness of Tweets makes it difficult even to
express, let alone infer, their sentiment. Nevertheless, due to
Twitter’s popularity it generated a lot of research interest [3],
[4], including a very popular machine learning challenge [5]
(which I describe in more detail in section III-B).

One notable difference between sentiment analysis of re-
views and sentiment analysis of Tweets is that reviews typ-
ically have a specific target toward which the sentiment is
expressed - a movie being reviewed. In comparison, Tweets

are general texts which can contain sentiments towards multi-
ple targets. One approach is to identify all potential targets
in a tweet and to use target-dependent features to identify
sentiment toward each of them [3].

II. WORD VECTOR REPRESENTATION FOR SEMANTIC
ANALYSIS

Idea to use vector word representations [6] to elicit seman-
tics from text is not new, one of the earliest approaches is
Latent Semantic Analysis (LSA) which learns semantic word
vectors by singular value decomposition (SVD) of a term-
document co-occurrence matrix [7]. One of the word vector
representations specifically developed for sentiment analysis
is word vectors for sentiment analysis (WVSA) method [8],
which allows learning word vectors using an unsupervised
probabilistic model of documents. This approach is similar
to Latent Dirichlet Allocation (LDA) [9], except that it aims
to model word representations instead of latent topics.

A powerful approach to learning word representations 1

is with neural networks [10]. However, first neural language
models were very inefficient due to the large number of
parameters which needed to be optimized. However, this
changed in recent years due to the development of efficient
optimization methods which allowed training of neural net-
works with many hidden layers, commonly referred to as deep
learning [11]. One of currently popular approaches is to use
skip-gram model 2 instead of hidden nonlinear layer, which
greatly increases efficiency of learning [12]. This approach
generates vector representations on which it is possible to
perform simple semantic algebraic operations. For example,
if we subtract representation of “Spain” from representation
for “Madrid”, and add representation for “France”, we will
obtain representation which is very close in vector space to
“Paris”, which means that these representations are able to
capture semantic relationship between these words [13].

1Another term often used in literature, along with word vector representa-
tion, is word embeddings. In neural network literature it is common to use
distributed representations.

2Skip-gram model takes one specific word and then tries to predict the
surrounding words.
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However, the most ambitious task is to use neural networks
as an architecture to solve all common natural language
processing tasks such as parts-of-speech tagging, named entity
recognition and semantic role labeling. For a good overview
see [14]. One of the approaches is Collobert and Weston
(C&W) model [15], [16] which leverages syntactic context
of words, and which I briefly describe in section II-A. C&W
model is used as a starting point for the sentiment specific-
word embeddings (SSWE) model [17], [18] which uses similar
approach to leverage sentiment polarity of text. I describe it in
section II-B. I also give an overview of other state-of-the-art
methods that use convolutional neural network architecture for
sentiment analysis in section II-C.

A. Collobert and Weston (C&W) model
C&W model [15], [16] was developed as a common ap-

proach to solving all common natural language processing
tasks using only raw texts as an input, with minimal prepro-
cessing (just lowercasing and encoding capitalization as an
additional feature). They choose following four tasks as bench-
marks: parts-of-speech tagging (POS), chunking (CHUNK),
named entity recognition (NER) and semantic role labeling
(SLR), and were able to achieve performance close to the
state-of-the-art methods [16].

C&W model consists of a neural network architecture with
a lookup table, two linear and a HardTanh nonlinear layer
[15], [16]. The architecture of the network is designed to
extract very generic features present in the text. Inputs are
sequences of words, rather than individual words, which en-
forces generation of features that that capture local information
- the context. Similar approach is used in learning image
representations, where convolution layers are used to generate
features capturing local information.

Language model score f cw(t) for an input ngram t is
calculated in the following way. First, lookup table entry Lt

for the ngram t is passed through the first linear layer with
the weights w1 (including a bias weight b1) and an HardTanh
activation function:

a = HardTanh(w1Lt + b1) (1)

With HardTanh defined as:

HardTanh(x) =


−1 if x < −1

x if − 1 ≤ x ≤ 1

1 if x > 1

(2)

Second, output is passed through the second linear layer,
producing language model score f cw(t):

f cw(t) = w2(a) + b2 (3)

Model is trained in unsupervised way. The training objective
is to optimize a hinge loss between an original ngram t and
a corrupted ngram tr where a middle word is replaced by a
random word [15]:

losscw(t, t
r) = max(0, 1− f cw(t) + f cw(tr)) (4)

B. Sentiment specific-word embeddings (SSWE) model

The original SSWE paper [17] describes three SSWE
models: SSWEh and SSWEr that learn sentiment-specific
word embeddings, and an unified model SSWEu that learns
embeddings based on both sentiment and syntactic context of
words. Here I explain just the unified model SSWEu, as it is
the one on which the Coooolll system is based [18]. In addition
to the syntactic part of the loss function losscw, SSWEu

defines an additional sentiment hinge loss lossus between an
original ngram t and a corrupted ngram tr:

lossus(t, t
r) = max(0, 1− δsf

u(t) + δsf
u(tr)) (5)

Where δs(t) is an indicator function which codes the
sentiment polarity of a sentence (1 for a positive sentiment
and -1 for a negative sentiment). The final loss function of
SSWEu is a linear combination between the two hinge losses,
with parameter α weighting their influence:

lossu(t, t
r) = α · losscw(t, tr) + (1− α) · lossus(t, tr) (6)

Note that the syntactic loss function losscw in equation 4
enforces that the true ngram t has a higher language model
score fw that the corrupted ngram tr, while sentiment loss
function lossus in equation 4 enforces that the true ngram t
is more consistent with the true sentiment annotation than the
corrupted ngram tr.

The training of SSWEu model is performed through
backpropagation using adaptive subgradient method (Ada-
Grad) [19]. Embeddings for unigrams, bigrams and trigrams
were learned separately. They dataset on which they train
consists of 10 million Tweets, 5 million with positive emoti-
cons and 5 million with negative emoticons3. Using emoti-
cons as a substitute for real sentiment annotations is called
distant supervised learning [20]. I expect that better results
could be achieved by more carefully labeling the sentiment
of Tweets, maybe with popular crowdsourcing services like
Amazon Turk (https://www.mturk.com/mturk/welcome) or by
considering emojis which allow much richer expression of
sentiment than emoticons [21].

The choice of hyperparameters is performed through experi-
mentation - for example, a range of [0.5, 0.6] for the parameter
α. Too low or too large values of α give worst performance,
highlighting the importance of both syntactic and sentiment
context for sentiment classification.

After training of individual unigram, bigram and trigram
embeddings it is necessary to combine them to obtain final
Tweet embeddings. For this they apply min, max and average
convolutional operators on the ngram embeddings and con-
catenate the results.

The embeddings produced by SSWEu model achieve better
performance on sentiment classification of Tweets than pure
C&W model, which is understandable considering that C&W

3Positive emoticons are :) : ) :-) :D =), while negative emoticons are :( : (
:-( [4].
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model is poor at discriminating between syntactically very
similar words like “good” and “bad” which have diametrically
opposing sentiment associations. This is true for most other
word embedding representations which do not use sentiment
information directly, for example skip-gram model [12], [12]
which I mentioned in section II.

C. Other deep convolutional neural networks models for sen-
timent analysis

Over the past few years there was a lot of research on
neural network architectures and their application in sentiment
analysis. Majority of these are based on deep convolutional
neural network architecture and share much similarity with
C&W model, SSWE model being just one of them. In this
section I give an overview of the related approaches.

In [22] authors describe CharSCNN architecture - a deep
convolutional neural network for sentiment analysis of short
texts. Their model is conceptually similar to the C&W model,
with an addition of one convolutional layer which extracts
character features. For evaluation they use movie reviews
from Stanford Sentiment Treebank (SSTb) [23] and Stanford
Twitter Sentiment corpus (STS) [20] containing 1.6 million
tweets annotated with emoticons. Approach where emoticons
or other syntactic units are used as an approximation to the
true semantic annotation is called distant supervision.

In [24] authors propose a three step approach for sentiment
classification. First, they train word embeddings on a large
corpus of unlabeled tweets using a neural language model
similar to C&W. Second, they use a convolutional neural
network to further refine their embeddings on a corpus of 10
million tweets containing positive emoticons which are used
for distant supervision, similar to the Stanford Twitter Senti-
ment corpus (STS) [20]. Finally, they use these embeddings
and the parameters of their neural network to train the final
model on the SemEval-2015 corpus of Tweets.

In [25] authors describe their Dynamical Convolutional
Neural Network Architecture (DCNN) that uses dynamic k-
max pooling. Difference from the standard max pooling is that
k-max pooling returns subsequence of k maximum values in
the sequence, instead of a single maximum value. They eval-
uate their model on several sentiment-related tasks. First one
is the prediction of movie reviews in the Stanford Sentiment
Treebank [23] consisting of close to ten thousand sentences
labeled either binary (positive or negative) or fine-grained with
five possible outcomes (negative, somewhat negative, neutral,
somewhat positive, positive). It achieved accuracy of 86%
and 48% on the binary and fine-grained task respectively.
Second task is sentiment classification using Stanford Twitter
Sentiment corpus (STS) [20]. They report accuracy of 87.4%
which is higher than in other neural sentence models such as
Max-TDNN [15] and Neural Bag-of-Words (NBoW).

III. EVALUATION OF DISTRIBUTED REPRESENTATION
APPROACHES FOR NATURAL LANGUAGE PROCESSING

In this section I will present evaluation of C&W and other
distributed representation models on sentiment analysis and

other related tasks [26], [27]. Evaluations are performed either
as a part of the related work in literature (section III-A) or as
a competing entry in a machine learning challenge such as
SemEval (section III-B).

A. Evaluation of word embeddings in literature

In [26] authors compare C&W model to the Turian‘s
model [28], hierarchical log-bilinear model [29] and Huang‘s
model [30] on several NLP tasks, including a two-class and
a three-class sentiment polarity classification. For sentiment
annotation they use Lydia‘s sentiment lexicon [31] which
contains 6923 words.

Turian‘s model is essentially the same as C&W model,
with the difference that it corrupts the last word in the n-
gram instead of the middle one as in C&W model, and it uses
separate learning rates for the embeddings and for the neural
network weights [28].

Log-bilinear model [32] predicts embedding of a last word
in n-gram using embeddings of all previous words through
a linear model and log-bilinear loss function. Hierarchical
version of a log-bilinear model [29] achieves efficiency by
imposing a hierarchical structure on the words in the vocabu-
lary (similar to [33]).

Huang‘s model [30] incorporates both local context on the
level of a sentence and global context on the level of a
document. Similar to the syntactic loss defined in C&W model
(equation 4) and semantic loss in SSWE embedding (equation
5) they minimize loss between sentence s and sentence sw

where last word is replaced with w:

Cs,d =
∑
w∈V

max(0, 1− g(s, d) + g(sw, d)) (7)

where g is a scoring function for sentence s and document
d.

C&W model and Huang‘s model are comparable, with
accuracy reaching over 85%, which is significantly better than
other models whose accuracy was bellow 80%. C&W and
Huang‘s model were also more accurate than other models
on other classification tasks which included classification of
noun gender, plurality and synonyms and antonyms.

Although embeddings provided by the models above are
already very efficient, containing from 25 to 100 dimensions,
authors investigate the impact of information reduction on each
of the embeddings by either bitwise truncation (lowering the
floating point precision for each of the dimensions) or principal
component analysis (PCA). Surprisingly, even when each of
the dimensions is truncated to just one bit of information
(or, equivalently, by taking a sign of embedding value) the
resulting accuracy drops by no more than 7%. PCA does
not provide such an efficient reduction in information because
removing all but a single component reduces accuracy by more
than 15%, which is probably due to the inability of PCA to
capture non-linear relationships in data.

In [27] authors describe their context-sensitive method
based on neural networks for sentiment classification of tweets.
They compare against NRC method (described in section
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III-B) and SSWE method on their own dataset, on which they
report slightly better results. They also compare with similar
method that uses a context-based model [34] for sequential
classification over streams of tweets.

B. Case study on Twitter sentiment classification challenge

The following section describes tasks of SemEval (Semantic
Evaluation) challenges which relate to sentiment analysis.
SemEval-2007 was the first challenge that featured semantic
analysis as one of the tasks, and SemEval-2013 [5] was the
first one that featured semantic analysis in Twitter.

Semeval-2013 task 2 [5] and Semeval-2014 task 9 [35]
feature two subtasks: (i) contextual polarity disambiguation,
where specific words of phrases were classified as positive,
negative or neutral (given the message) and (ii) message
polarity classification, where whole messages were classified
as positive, negative or neutral. They also allowed teams to
submit both constrained solutions, trained just on the given
dataset, and unconstrained solutions, trained on any additional
data which participants could collect. Semeval-2013 dataset
consisted of Tweets and SMS messages, while Semeval-2014
added LiveJournal sentences along with more Tweets divided
into two categories: regular and sarcastic.

Semeval-2015 task 10 [36] featured three additional sub-
tasks, two of which related to the sentiment towards specific
predefined topic in a tweet or a collection of Tweets, and
the third whose goal was to determine the strengths of as-
sociations of terms with positive sentiment. The most recent
SemEval challenge - SemEval-2016 Task 4 (http://alt.qcri.org/
semeval2016/task4/) is a rerun of a SemEval-2015 Task 10
with an addition of several new subtasks that concentrate on
finer qualification of sentiment. Specifically, instead of binary
positive/negative classification the goal is to infer a percentage
score, two-point, three-point and five-point scales of sentiment.

There are several observations that could be made regarding
the most popular approaches. First, majority of approaches are
supervised, using standard shallow classifiers like support vec-
tor machine (SVM), maximum entropy (MaxEnt) and Naive
Bayes. Second, most important features are usually derived
from some kind of sentiment lexicons, most popular being
MPQA [37], and manual engineering of features using any
domain-specific knowledge available.

The team that most successfully used this approach is NRC-
Canada [38], who used their own set of manually engineered
features called STATE:
• Presence of elongated words (for example, “coool”).
• Numbers and categories of emoticons.
• Presence of punctuation sequences (for example, “?!” and

“!!!”).
• Usage of upper case.
• Usage of tokens which are categorized in sentiment

lexicons (NRC Emotion Lexicon [39], [40], MPQA Lex-
icon [37] and Bing Liu Lexicon [41]).

• Usage of negation words.
• Usage of word ngrams and character ngrams.
• Position of a term.

Their machine learning methodology was rather standard -
they used an SVM classifier with a linear kernel and cross-
validation for regularization of a penalty parameter. They won
SemEval-2013 and SemEval-2014 challenges, and some of the
results they achieved were not surpassed even on SemEval-
2015 challenge, on which NRC-Canada did not participate.

Starting from SemEval-2013 several teams used deep neural
networks and word embeddings. One of them was the Coooolll
system [18] that combined manually engineered STATE fea-
tures along with the SSWE features in order to perform
sentiment analysis of Tweets, using SVM with linear kernel as
a learning algorithm. They ranked second on SemEval-2014.
However, Coooolll system only leveraged word embeddings
as an input features to an SVM classifier, which actually
performed the classification.

In comparison, UNITN system [24] (described in section
II-C) used deep convolutional neural network to both generate
word embeddings and perform classification. It won several
of the subtasks of SemEval-2015, beating even some of the
results of NRC-Canada from the previous years. While it is
probably too early to say that deep learning and word embed-
ding approaches are becoming widely adopted, considering
that majority of teams on SemEval-2015 used one of the
standard supervised machine learning methods, it is promising
to see these kind of systems finally achieving state-of-the-art
performance on machine learning challenges.

IV. DISCUSSION

SemEval challenges are a positive example how machine
learning challenges could help identify state-of-the-art meth-
ods and promising approaches. In the recent years, at least
in the field of sentiment analysis in Twitter, the SemEval
challenges identified a shift towards more general methods
such as neural network based models which learn directly from
raw textual inputs, instead of leveraging manually engineered
domain-specific features.

Are these approaches just a passing trend or a direction
which will be more and more prevalent in the future natural
language research? If we consider other machine learning
challenges, for example ImageNet Large Scale Visual Recog-
nition Challenge [42] which is held since 2010, then we can
notice that they are already dominated by the deep learning
approaches. General object recognition is a very hard task
where manual engineering of features is not easy, and so the
machine vision community was very eager to take advantage
of deep learning methods to construct discriminative features
automatically. In cases where objects being recognized come
from a well specified domain, for example fingerprints or
faces, there was no need to learn features automatically
because many discriminative features already existed, and
they easily achieved state-of-the-art performance. Similarly, I
expect that deep learning methods will prove more and more
useful in natural language processing as the challenges such
as SemEval become more demanding, reflecting the rising
expectations of the community.
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